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FOR AUTOMATICALLY ANIMATING LIP SYNCHRONIZATION AND FACIAL 
EXPRESSION OF THREE DIMENSIONAL CHARACTERS FOR FILMS, VIDEOS, 

CARTOONS, AND OTHER ANIMATION PRODUCTS. 

PLURALITY OF VISUAL PHONEME GROUPS AND A PLURALITY OF MORPH 
WEIGHT SETS. 

CONFIGURING A SET OF DEFAULT CORRESPONDENCE RULES BETWEEN A 

v 

SPECIFYING A PLURALITY OF MORPH WEIGHT SET TRANSITION RULES 
FOR SPECIFYING DURATIONAL DATA FOR THE GENERATION OF 

TRANSITIONARY CURVES BETWEEN THE PLURALITY OF MORPH WEIGHT 
SETS, ALLOWING FOR THE PRODUCTION OF A STREAM OF SPECIFIED 
MORPH WEIGHT SETS TO BE PROCESSED BYA COMPUTER ANIMATION 

SYSTEM FOR INTEGRATION WITH ANOTHER ANIMATION. 

FIG. 2 
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FOR AUTOMATICALLY ANIMATING LIP SYNCHRONIZATION AND FACIAL 
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0 /' 56 
DETERMINING MEANS FOR PRODUCING A STREAM OF MORPH WEIGHT 

SETS WHEN A SEQUENCE OF PHONEMES OR OTHER TIMED DATA IS ENCOUNTERED 

v f 58 
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TRANSITIONS BETWEEN A REPRESENTATION OF A PRIOR TIME ALIGNED 
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FIG. 3 
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METHOD FOR AUTOMATICALLY 
ANIMATING LIP SYNCHRONIZATION AND 

FACIAL EXPRESSION OF ANIMATED 
CHARACTERS 

BACKGROUND OF THE INVENTION 

1. Field of Invention 

This invention relates generally to animation producing 
methods and apparatuses, and more particularly is directed 
to a method for automatically animating lip synchronization 
and facial expression for three dimensional characters. 

2. Description of the Related Art 
Various methods have been proposed for animating lip 

synchroniZation and facial expressions of animated charac 
ters in animated products such as movies, videos, cartoons, 
CD’s, and the like. Prior methods in this area have long 
suffered from the need of providing an economical means of 
animating lip synchroniZation and character expression in 
the production of animated products due to the extremely 
laborious and lengthy protocols of such prior traditional and 
computer animation techniques. These shortcomings have 
signi?cantly limited all prior lip synchroniZation and facial 
expression methods and apparatuses used for the production 
of animated products. Indeed, the limitations of cost, time 
required to produce an adequate lip synchroniZation or facial 
expression in an animated product, and the inherent limita 
tions of prior methods and apparatuses to satisfactorily 
provide lip synchroniZation or express character feelings and 
emotion, leave a signi?cant gap in the potential of animated 
methods and apparatuses in the current state of the art. 

Time aligned phonetic transcriptions (TAPTS) are a pho 
netic transcription of a recorded text or soundtrack, Where 
the occurrence in time of each phoneme is also recorded. A 
“phonemes” is de?ned as the smallest unit of speech, and 
corresponds to a single sound. There are several standard 
phonetic “alphabets” such as the International Phonetic 
Alphabet, and TIMIT created by Texas Instruments, Inc. and 
MIT. Such transcriptions can be created by hand, as they 
currently are in the traditional animation industry and are 
called “x” sheets, or “gray sheets” in the trade. Alternatively 
such transcriptions can be created by automatic speech 
recognition programs, or the like. 

The current practice for three dimensional computer gen 
erated speech animation is by manual techniques commonly 
using a “morph target” approach. In this practice a reference 
model of a neutral mouth position, and several other mouth 
positions, each corresponding to a different phoneme or set 
of phonemes is used. These models are called “morph 
targets”. Each morph target has the same topology as the 
neutral model, the same number of vertices, and each vertex 
on each model logically corresponds to a vertex on each 
other model. For example, vertex #n on all models repre 
sents the left corner of the mouth, and although this is the 
typical case, such rigid correspondence may not be neces 
sary. 

The deltas of each vertex on each morph target relative to 
the neutral are computed as a vector from each vertex n on 
the reference to each vertex n on each morph target. These 
are called the delta sets. There is one delta set for each morph 
target. 

In producing animation products, a value usually from 0 
to 1 is assigned to each delta set by the animator and the 
value is called the “morph Weight”. From these morph 
Weights, the neutral’s geometry is modi?ed as folloWs: Each 
vertex N on the neutral has the corresponding delta set’s 
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2 
vertex multiplied by the scalar morph Weight added to it. 
This is repeated for each morph target, and the result 
summed. For each vertex v in the neutral model: 

Iresultl : |neutral| + Z |delta setX| *morph Weight, 

|delta setx|*morph WeightX 

Where the symbol is used to indicate the corresponding 
vector in each referenced set. For example, Iresult is the 
corresponding resultant vertex to vertex v in the neutral 
model |neutral| and |delta setx| is the corresponding vector 
for delta set x. 

If the morph Weight of the delta set corresponding to the 
morph target of the character saying, for example, the “oh” 
sound is set to 1, and all others are set to 0, the neutral Would 
be modi?ed to look like the “oh target. If the situation Was 
the same, except that the “oh” morph Weight Was 0.5, the 
neutral’s geometry is modi?ed half Way betWeen neutral and 
the “oh” morph target. 

Similarly, if the situation Was as described above, except 
“oh” Weight Was 0.3 and the “ee” morph Weight Was at 0.7, 
the neutral geometry is modi?ed to have some of the “oh” 
model characteristics and more of the “ee” model charac 
teristics. There also are prior blending methods including 
averaging the delta sets according to their Weights. 

Accordingly, to animate speech, the artist needs to set all 
of these Weights at each frame to an appropriate value. 
Usually this is assisted by using a “keyframe” approach, 
Where the artist sets the appropriate Weights at certain 
important times (“keyframes”) and a program interpolates 
each of the channels at each frame. Such keyframe approach 
is very tedious and time consuming, as Well as inaccurate 
due to the large number of keyframes necessary to depict 
speech. 
The present invention overcomes many of the de?ciencies 

of the prior art and obtains its objectives by providing an 
integrated method embodied in computer softWare for use 
With a computer for the rapid, efficient lip synchroniZation 
and manipulation of character facial expressions, thereby 
alloWing for rapid, creative, and expressive animation prod 
ucts to be produced in a very cost effective manner. 

Accordingly, it is the primary object of this invention to 
provide a method for automatically animating lip synchro 
niZation and facial expression of three dimensional 
characters, Which is integrated With computer means for 
producing accurate and realistic lip synchroniZation and 
facial expressions in animated characters. The method of the 
present invention further provides an extremely rapid and 
cost effective means to automatically create lip synchroni 
Zation and facial expression in three dimensional animated 
characters. 

Additional objects and advantages of the invention Will be 
set forth in the description Which folloWs, and in part Will be 
obvious from the description, or may be learned by practice 
of the invention. The objects and advantages of the invention 
may be realiZed and obtained by means of the instrumen 
talities and combinations particularly pointed out in the 
appended claims. 

SUMMARY OF THE INVENTION 

To achieve the foregoing objects, and in accordance With 
the purpose of the invention as embodied and broadly 
described herein, a method is provided for controlling and 
automatically animating lip synchroniZation and facial 
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expressions of three dimensional animated characters using 
Weighted morph targets and time aligned phonetic transcrip 
tions of recorded text, and other time aligned data. The 
method utiliZes a set of rules that determine the systems 
output comprising a stream or streams of morph Weight sets 
When a sequence of timed phonemes or other timed data is 
encountered. Other timed data, such as pitch, amplitued, 
noise amounts, or emotional state data or emotemes such as 

“surprise, “disgust, “embarrassment”, “timid smile”, or the 
like, may be inputted to affect the output stream of morph 
Weight sets. 

The methodology herein described alloWs for automati 
cally animating lip synchronization and facial expression of 
three dimensional characters in the creation of a Wide variety 
of animation products, including but not limited to movies, 
videos, cartoons, CD’s, softWare, and the like. The method 
and apparatuses herein described are operably integrated 
With computer softWare and hardWare. 

In accordance With the present invention there also is 
provided a method for automatically animating lip synchro 
niZation and facial expression of three dimensional charac 
ters for ?lms, videos, cartoons, and other animation 
products, comprising con?guring a set of default correspon 
dence rules betWeen a plurality of visual phoneme groups 
and a plurality of morph Weight sets; and specifying a 
plurality of morph Weight set transition rules for specifying 
durational data for the generation of transitionary curves 
betWeen the plurality of morph Weight sets, alloWing for the 
production of a stream of speci?ed morph Weight sets to be 
processed by a computer animation system for integration 
With other animation, Whereby animated lip synchroniZation 
and facial expression of animated characters may be auto 
matically controlled and produced. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The accompanying draWings, Which are incorporated in 
and constitute a part of the speci?cation, illustrate a pre 
ferred embodiment of the invention and, together With a 
general description given above and the detailed description 
of the preferred embodiment given beloW, serve to explain 
the principles of the invention. 

FIG. 1 is a How chart shoWing the method of the invention 
With an optional time aligned emotional transcription ?le, 
and another parallel timed data ?le, according to the inven 
tion. 

FIG. 2 is a How chart illustrating the principal steps of the 
present method, according to the invention. 

FIG. 3 is another representational ?oW chart illustrating 
the present method, according to the invention. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

Reference Will noW be made in detail to the present 
preferred embodiments of the invention as illustrated in the 
accompanying draWings. 

In accordance With the present invention, there is pro 
vided as illustrated in FIGS. 1—3, a method for controlling 
and automatically animating lip synchroniZation and facial 
expressions of three dimensional animated characters using 
Weighted morph targets and time aligned phonetic transcrip 
tions of recorded text. The method utiliZes a set of rules that 
determine the systems output comprising a stream of morph 
Weight sets When a sequence of timed phonemes is encoun 
tered. Other timed data, such as timed emotional state data 
or emotemes such as “surprise, “disgust, “embarrassment”, 
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4 
“timid smilen”, pitch, amplitued, noise amounts or the like, 
may be inputted to affect the output stream of morph Weight 
sets. 

The method comprises, in one embodiment, con?guring a 
set of default correspondence rules betWeen a plurality of 
visual phoneme groups and a plurality of morph Weight sets; 
and specifying a plurality of morph Weight set transition 
rules for specifying durational data for the generation of 
transitionary curves betWeen the plurality of morph Weight 
sets, alloWing for the production of a stream of speci?ed 
morph Weight sets to be processed by a computer animation 
system for integration With other animation, Whereby ani 
mated lip synchroniZation and facial expression of animated 
characters may be automatically produced. 

There is also provided, according to the invention a 
method for automatically animating lip synchroniZation and 
facial expression of three dimensional characters for use 
With a computer animation system, comprising the steps of: 
determining means for producing a stream of morph Weight 
sets When a sequence of phonemes is encountered; evalu 
ating a plurality of time aligned phonetic transcriptions or 
other timed data such as pitch, amplitude, noise amounts and 
the like, against the determining means for producing a 
stream of morph Weight sets; applying said determining 
means for producing a stream of morph Weight sets to 
generate an output morph Weight set stream, alloWing for an 
appropriate morph Weight set correspondence With each of 
a plurality of time aligned phonetic transcription sub 
sequences and correct time parameters applied to a plurality 
of morph Weight set transitions betWeen a representation of 
a prior time aligned phonetic transcription sub-sequence and 
a current one, Whereby lip synchronization and facial 
expressions of animated characters is automatically con 
trolled and produced. 
The method preferably comprises a set of rules that 

determine What the output morph Weight set steam Will be 
When any sequence of phonemes and their associated times 
is encountered. As used herein, a “morph Weight set” is a set 
of values, one for each delta set, that, When applied as 
described, transform the neutral model to some desired state, 
such as speaking the “00” sound or the “th” sound. 
Preferably, one model id designated as the anchor model, 
Which the deltas are computed in reference to. If for 
example, the is a morph target that represents all possible 
occurrences of an “e” sound perfectly, it’s morph Weight set 
Would be all Zeros for all delta sets except for the delta set 
corresponding to the “ee” morph target, Which Would set to 
1. 

Preferably, each rule comprises tWo parts, the rule’s 
criteria and the rule’s function. Each sub-sequence of time 
aligned phonetic transcription (TAPT) or other timed data 
such as pitch, amplitude, noise amount or the like, is 
checked against a rule’s criteria to see if that rule is 
applicable. If so, the rule’s function is applied to generate the 
output. The primary function of the rules is to determined 1) 
the appropriate morph Weight set correspondence With each 
TAPT sub-sequence; and 2) the time parameters of the 
morph Weight set transitions betWeen the representation of 
the prior TAPT sub-sequence or other timed data,and the 
current one. Conditions 1) and 2) must be completely 
speci?ed for any sequence of phonemes and times encoun 
tered. Together, such rules are used to create a continuous 
stream of morph Weight sets. 

In the present method, it is alloWable for more than one 
phoneme to be represented by the same morph target, for 
example, “sss” and “ZZZ”. Visually, these phonemes appear 
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similar. Through the use of such rules, the user can group 
phonemes together that have a similar visual appearance into 
visual phonemes”that function the same as one another. It is 
also acceptable, through the rules, to ignore certain phoneme 
sequences. For example, a rule could specify: “If in the 
TAPT, there are tWo or more adjacent phonemes that are in 
the same “visual phoneme” group, all but the ?rst are 
ignored”. 

The rules of the present method may be categoriZed in 
three main groupings; default rules, auxiliary rules and post 
processing rules. The default rules must be complete enough 
to create valid output for any TAPT encountered at any point 
in the TAPT. The secondary rules are used in special cases; 
for example, to substitute alternative morph Weight set 
correspondences and/or transition rules if the identi?ed 
criteria are met. The post processing rules are used to further 
manipulate the morph Weight set stream after the default or 
secondary rules are applied, and can further modify the 
members of the morph Weight sets determined by the default 
and secondary rules and interpolation. 

If for example, a speci?c TAPT sub-sequence does not ?t 
the criteria for any secondary rules, then the default rules 
take effect. If, on the other hand, the TAPT sub-sequence 
does ?t the criteria for a secondary rule(s) they take prece 
dence over the default rules. ATAPT sub-sequence take into 
account the current phoneme and duration, and a number of 
the preceding and folloWing phonemes and duration’s as 
Well may be speci?ed. 

Preferably, the secondary rules effect morph target corre 
spondence and Weights, or transition times, or both. Sec 
ondary rules can create transitions and correspondences 
even Where no phoneme transitions exist. The secondary 
rules can use as their criteria the phoneme, the duration or 
the phoneme’s context in the output stream, that is What 
phonemes are adjacent or in the neighborhood to the current 
phoneme, What the adjacent durations are, and the like. 

The post processing rules are preferably applied after a 
preliminary output morph Weight set is calculated so as to 
modify it. Post processing rules can be applied before 
interpolation and/or after interpolation, as described later in 
this document. Both the secondary and post processing rules 
are optional, hoWever, they may in certain applications be 
very complex, and in particular circumstances contribute 
more to the output than the default rules. 

In FIG. 1, a How chart illustrates the preferred steps of the 
methodology 10 for automatically animating lip synchroni 
Zation and facial expression of three dimensional animated 
characters of the present invention. A speci?c sub-sequence 
20 is selected form the TAPT ?le 12 and is evaluated 22 to 
determine if any secondary rule criteria for morph Weight set 
target apply. Time aligned emotional transcription ?le 14 
data may be inputted or data from an optional time aligned 
data ?le 16 may be used. Also shoWn is a parallel method 18 
Which may be con?gured identical to the primary method 
described, hoWever, using different timed data rules and 
different delta sets. Sub-sequence 20 is evaluated 22 to 
determine if any secondary rule criteria apply. If yes, then a 
morph Weight set is assigned 24 according to the secondary 
rules, if no, then a morph Weight set is assigned 26 according 
to the default rules. If the sub-string meets any secondary 
rule criteria for transition speci?cation 28 then a transition 
start and end time are assigned according to the secondary 
rules 32, if no, then assign transition start and end times 30 
according to default rules. Then an intermediate ?le of 
transition keyframes using target Weights and transition 
rules as generated are created 34, and if any keyframe 
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sequences ?t post process before interpolation rules they are 
applied here 36. This data may be output 38 here if desired. 
If not, then interpolate using any method post processed 
keyframes to a desired frequency or frame rate 40 and if any 
morph Weight sequences generated ?t post processing after 
interpolation criteria, they are applied 42 at this point. If 
parallel methods or systems are used to process other timed 
aligned data, they may be concatenated here 44, and the data 
output 46. 

In FIG. 2, the method for automatically animating lip 
synchroniZation and facial expression of three dimensional 
characters for ?lms, videos, cartoons, and other animation 
products 10 is shoWn according to the invention, Where box 
50 shoW the step of con?guring a set of default correspon 
dence rules betWeen a plurality of visual phoneme groups or 
other timed input data and a plurality of morph Weight sets. 
Box 52 shoWs the steps of specifying a plurality of morph 
Weight set transition rules for specifying durational data for 
the generation of transitionary curves betWeen the plurality 
of morph Weight sets, alloWing for the production of a 
stream of speci?ed morph Weight sets to be processed by a 
computer animation system for integration With other 
animation, Whereby animated lip synchroniZation and facial 
expression of animated characters may be automatically 
produced. 

With reference noW to FIG. 3, method 10 for automati 
cally animating lip synchroniZation and facial expression of 
three dimensional characters for use With a computer ani 
mation system is shoWn including box 56 shoWing the step 
of determining means for producing a stream of morph 
Weight sets When a sequence of phonemes is encountered. 
Box 58, shoWing the step of evaluating a plurality of time 
aligned phonetic transcriptions or other timed at such as 
pitch, amplitude, noise amounts, and the like, against said 
determining means for producing a stream of morph Weight 
sets. In box 60 the steps of applying said determining means 
for producing a stream of morph Weight sets to generate an 
output morph Weight set stream, alloWing for an appropriate 
morph Weight set correspondence With each of a plurality of 
time aligned phonetic transcription sub-sequences and cor 
rect time parameters applied to a plurality of morph Weight 
set transitions betWeen a representation of a prior time 
aligned phonetic transcription sub-sequence and a current 
one, Whereby lip synchroniZation and facial expressions of 
animated characters is automatically controlled and pro 
duced are shoWn according to the invention. 

In operation and use, the user must manually set up 
default correspondence rules betWeen all visual phoneme 
groups and morph Weight sets. To do this, the user preferably 
speci?es the morph Weight sets Which correspond to the 
model speaking, for example the “00” sound, the “th” sound, 
and the like. Next, default rules must be speci?ed. These 
rules specify the durational information needed to generate 
appropriate transitionary curves betWeen morph Weight sets, 
such as transition start and end times. A“transition” betWeen 
tWo morph Weigh sets is de?ned as each member of the 
morph Weight set transitions from it’s current state to it’s 
target state, starting at the transition start time and ending at 
the transition end time. The target state is the morph Weight 
set determined by a correspondence rule. 
The default correspondence rules and the default morph 

Weight set transition rules de?ne the default system behav 
ior. If all possible visual phoneme groups or all members of 
alternative data domains have morph Weight set 
correspondence, any phoneme sequence can be handled With 
this rule set alone. HoWever, additional rules are desirable 
for effects, exceptions, and uniqueness of character, as 
further described beloW. 
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According to the method of the invention, other rules 
involving phoneme’s duration and/or context can be speci 
?ed. Also, any other rules that do not ?t easily into the above 
mentioned categories can be speci?ed. Examples of such 
rules are described in greater detail beloW and are termed the 
“secondary rules”. If a timed phoneme or sub-sequence of 
timed phonemes do not ?t the criteria for any of the 
secondary rules, the default rules are applied as seen in FIG. 
1. 

It is seen that through the use of these rules, an appropriate 
morph Weight stream is produced. The uninterpolated morph 
Weight stream has entries only at transition start and end 
time, hoWever. These act as keyframes. A morph Weight set 
may be evaluated at any time by interpolating betWeen these 
keyframes, using conventional methods. This is hoW the 
output stream is calculated each desired time frame. For 
example, for television productions, the necessary resolution 
is 30 evaluations per second. 

The post processing rules may be applied either before or 
after the above described interpolation step, or both. Some 
rules may apply only to keyframes before interpolation, 
some to interpolated data. If applied before the interpolation 
step, this affects the keyframes. if applied after, it effects the 
interpolated data. Post processing can use the morph Weight 
sets calculated by the default and secondary rules. Post 
processing rules can use the morph Weigh sets or sequences 
as in box 44 of FIG. 1, calculated by the default and 
secondary rules. Post processing rules can modify the indi 
vidual members of the morph Weight sets previously gen 
erated. Post processing rules may be applied in addition to 
other rules, including other post processing rules. Once the 
rule set up is completed as described, the method of the 
present invention can take any number and length TAPT’s as 
input, and automatically output the corresponding morph 
Weight set stream as seen in FIGS. 1—3. 

For example, a modeled neutral geometric representation 
of a character for an animated production such as a movies, 
video, cartoon, CD or the like, With six morph targets, and 
their delta sets determined. Their representations, for 
example, are as folloWs: 

Delta Set Visual Representation 

exaggerated “oh” 
special case “eh” used during a “snide laugh” sequences 

In this example, the neutral model is used to represent 
silence. The folloWing is an example of a set of rules, 
according to the present method, of course this is only an 
example of a set of rules Which could be use for illustrative 
purposes, and many other rules could be speci?ed according 
to the method of the invention. 

Default Rules 
Default Correspondence Rules; 
Criteria: Encounter a “h” as in “house” 

Function: Use morph Weight set (1,0,0,0,0,0) as transition 
target. 

Criteria: Encounter an “eh” as in “bet” 

Function: Use morph Weight set (0,1,0,0,0,0) as transition 
target. 

Criteria: Encounter a “1” as in “old” 
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8 
Function: Use morph Weight set (0,0,1,0,0,0) as transition 

target. 
Criteria: Encounter an “oh” as in “old” 

Function: Use morph Weight set (0,0,0,1,0,0) as transition 
target. 

Criteria: encounter a “silence” 

Function: use morph Weight set (0,0,0,0,0,0) as transition 
target. 

Default Transition Rule: 
Criteria: Encounter any phoneme 
Function: Transition start time=(the outgoing phoneme’s 

end time)—0.1*(the outgoing phoneme’s duration); 
transition end time=(the incoming phoneme’s start time)+ 

0.1* (the incoming phoneme’s duration) 

Secondary Rules 

Criteria: Encounter an “oh” With a duration greater than 1.2 
seconds. 

Function: Use morph Weigh set (0,0,0,0,1,0) 
Criteria: Encounter an “eh” folloWed by an “oh” and pre 

ceded by an “h”. 
Function: Use morph Weigh set (0,0,0,0,0,1) as transition 

target. 
Criteria: Encounter any phoneme preceded by silence 
Function: Transition start time=(the silence’s end time) 

0.1*(the incoming phoneme’s duration):Transition end 
time=the incoming phoneme’s start time 

Criteria: Encounter silence preceded by any phoneme. 
Function: Transition start time=the silence’s start time +0.1* 

(the outgoing phoneme’s duration) 
Post Processing Rules 
Criteria: Encounter a phoneme duration under 0.22 seconds. 
Function: Scale the transition target determined by the 

default and secondary rules by 0.8 before interpolation. 
Accordingly, using this example, if the user Were to use 

these rules for the spoken Word “Hello”, at least four morph 
targets and a neutral target Would be required, that is, one 
each for the sound of “h”, “e”,“1”,“oh” and their associated 
delta sets. For example, a TAPT representing the spoken 
Word “hello” could be con?gured as, 

Time Phoneme 

0.0 silence begins 
0.8 silence ends, “h” begins 
1.0 “h” ends, “eh” begins 
1.37 “eh” ends, “1” begins 
1.6 “1” ends, “oh” begins 
2.1 “oh” ends, silence begins. 

The method, for example embodied in computer softWare 
for operation With a computer or computer animation system 
Would create an output morph Weight set stream as folloWs: 

D.S.1 D.S.2 D.S.3 D.S.4 D.S.5 

Time (“h”) (“eh”) (“1”) (“Oh”) (auX“Oh”) D.S.6 

0.0 0 0 0 0 0 0 
0.78 0 0 0 0 0 0 
0.8 1 0 0 0 0 0 
0.98 1 0 0 0 0 0 
1.037 0 1 0 0 0 0 
1.333 0 1 0 0 0 0 
1.403 0 0 1 0 0 0 
1.667 0 0 1 0 0 0 
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-continued 

D.S.1 D.S.2 D.S.3 D.S.4 D.s.5 

Time (“h”) (“eh”) (“1”) (“Oh”) (aux..oh,,) Us 6 

1.74 0 0 0 1 0 0 
2.1 0 0 0 1 0 0 
2.14 0 0 0 0 0 0 

Such morph Weight sets act as keyframes, marking the 
transitionary points. A morph Weight set can be obtained for 
any time Within the duration of the TAPT by interpolating 
betWeen the morph Weight sets using conventional methods 
Well knoWn in the art. Accordingly, a morph Weight set can 
be evaluated at every frame. HoWever, the post processing 
rules can be applied to the keyframes before interpolation as 
in box 36 of FIG. 1, or to the interpolated data as in box 40 
of FIG. 1. From such stream of morph Weight sets, the 
neutral model is deformed as described above, and then sent 
to a conventional computer animation system for integration 
With other animation. Alternatively, the morph Weight set 
stream can be used directly by an animation program or 
package, Wither interpolated or not. 

The rules of the present invention are extensible and 
freeform in the sense that they may be created as desired and 
adapted to a Wide variety of animation characters, situations, 
and products. As each rule comprise a criteria and function, 
as in an “if . . . then . . . else” construct. The folloWing are 

illustrative examples of other rules Which may be used With 
the present methodology. 

For example, use {0,0,0,0 . . . 0} as the morph Weight set 
When a “m” is encountered. This is a type of default rule, 
Where: 
Criteria: Encounter a “m” phoneme of any duration. 
Function: Use a morph Weight set {0,0,0,0 . . . 0} as a 

transition target. 
Another example Would be creating several slightly dif 

ferent morph targets for each phoneme group, and using 
them randomly each time that phoneme is spoken. This 
Would give a more random, or possibly comical or interest 
ing look to the animation’s. This is a secondary rule. 
An example of post processing rule, before interpolation 

Would be to add a small amount of random noise to all 
morph Weight channels are all keyframes. This Would 
slightly alter the look of each phoneme to create a more 
natural look. 
Criteria: Encounter any keyframe 
Function: Add a small random value to each member of the 
morph Weight set prior to interpolation. 
An example of a post processing rule, after interpolation 

Would be to add a component of an auxiliary morph target 
(one Which does not correspond directly to a phoneme) to 
the output stream in a cyclical manner over time, after 
interpolation. If the auxiliary morph target had the charac 
ter’s mouth moved to the left, for example, the output 
animation Would have the character’s mouth cycling 
betWeen center to left as he spoke. 
Criteria: Encounter any morph Weight set generated by 

interpolation 
Function: Add a value calculated through a mathematical 

expression to the morph Weigh set’s member that corre 
sponds to the auxiliary morph target’s delta set Weight. 
The expression might be, for example: 0.2*sin 
(0.2*time*2*pi)+0.2. This rule Would result in an oscil 
lation of the animated character’s mouth every ?ve sec 
onds. 
Another example of a secondary rule is to use alternative 

Weight sets(or morph Weight set sequences) for certain 
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10 
contexts of phonemes, for example, if an “oh” is both 
preceded and folloWed by an “ee” then use an alternate “oh”. 
This type of rule can make speech idiosyncrasies, as Well as 
special sequences for speci?c Words (Which are a combina 
tion of certain phonemes in a certain context). This type of 
rule can take into consideration the differences in mouth 
positions for similar phonemes based on context. For 
example, the “1” in “hello” is shaped more Widely than the 
“1” in “burly” due to it’s proximity to an “eh” as opposed tp 
a “r”. 

Criteria: Encounter an “1” preceded by an 
Function: Use a speci?ed morph Weight set as transition 

target. 
Another secondary rule could be, by Way of illustration, 

that if a phoneme is longer than a certain duration, substitute 
a different morph target. this can add expressiveness to 
extended voWel sounds, for instance, if a character says 
“HELLOOOOOOO!” a more exaggerated “oh” model 
Would be used. 
Criteria: Encounter an “oh” longer than 0.5 seconds and less 

than 1 second. 
Function: Use a speci?ed morph Weight set as a transition 

target. 
If a phoneme is longer than another phoneme of even 

longer duration, a secondary rule may be applied to create 
neW transitions betWeen alternate morph targets at certain 
intervals, Which may be randomiZed, during the phoneme’s 
duration. This Will add some animation to extremely long 
held sounds, avoiding a rigid look. This is another example 
of a secondary rule 
Criteria: Encounter an “oh” longer than 1 second long. 
Function: Insert transitions betWeen a de?ned group of 
morph Weight sets at 0.5 second intervals, With transition 
duration’s of 0.2 seconds until the next “normal” transi 
tion start time is encountered. 
If a phoneme is shorter than a certain duration, its 

corresponding morph Weight may be scaled by a factor 
smaller than 1. This Would create very short phonemes not 
appear over articulated. Such a post processing rule, applied 
before interpolation Would comprise: 
Criteria: Encounter a phoneme duration shorter than 0.1 

seconds. 
Function: Multiply all members of the transition target 

(already determined by default and secondary rules by 
duration/0.1. 
As is readily apparent a Wide variety of other rules can be 

created to add individuality to the different characters. 
A further extension of the present method is to make a 

parallel method or system, as depicted in box 14 of FIG. 1, 
that uses time aligned emotional transcriptions (TAET) that 
correspond to facial models of those emotions. Using the 
same techniques as previously described additional morph 
Weight set streams can be created that control other aspects 
of the character that re?ect facial display of emotional state. 
Such morph Weight set streams can be concatenated With the 
lip synchroniZation stream. In addition, the TAET data can 
be used in conjunction With the lip synchroniZation second 
ary rules to alter the lip synchroniZation output stream. For 
example: 
Criteria: An “L” is encountered in the TAPT and the nearest 
“emoteme” in the TAET is a “smile”. 

Function: Use a speci?ed morph Weight set as transition 
target. 
As is evident from the above description, the automatic 

animation lip synchroniZation and facial expression method 
described may be used on a Wide variety of animation 
products. The method described herein provides an 
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extremely rapid, efficient, and cost effective means to pro 
vide automatic lip synchronization and facial expression in 
three dimensional animated characters. The method 
described herein provides, for the ?rst time, a rapid, 
effective, expressive, and inexpensive means to automati 
cally create animated lip synchroniZation and facial expres 
sion in animated characters. The method described herein 
can create the necessary morph Weight set streams to create 
speech animation When given a time aligned phonetic tran 
scription of spoken text and a set of user de?ned rules for 
determining appropriate morph Weight sets for a given 
TAPT sequence. This method also de?nes rules describing a 
method of transitioning betWeen these sets through time. 
The present method is extensible by adding neW rules, and 
other timed data may be supplied, such as time “emotemes” 
that Will effect the output data according to additional rules 
that take this data into account. In this manner, several 
parallel systems may be used on different types of timed data 
and the results concatenated, or used independently. 
Accordingly, additional advantages and modi?cation Will 
readily occur to those skilled in the art. The invention in its 
broader aspects is, therefore, not limited to the speci?c 
methodological details, representative apparatus and illus 
trative examples shoWn and described. Accordingly, depar 
tures from such details may be made Without departing from 
the spirit or scope of the applicant’s inventive concept. 
What is claimed is: 
1. A method for automatically animating lip synchroni 

Zation and facial expression of three-dimensional characters 
comprising: 

obtaining a ?rst set of rules that de?ne output morph 
Weight set stream as a function of phoneme sequence 
and time of said phoneme sequence; 

obtaining a timed data ?le of phonemes having a plurality 
of sub-sequences; 

generating an intermediate stream of output morph Weight 
sets and a plurality of transition parameters betWeen 
tWo adjacent morph Weight sets by evaluating said 
plurality of sub-sequences against said ?rst set of rules; 

generating a ?nal stream of output morph Weight sets at 
a desired frame rate from said intermediate stream of 
output morph Weight sets and said plurality of transi 
tion parameters; and 

applying said ?nal stream of output morph Weight sets to 
a sequence of animated characters to produce lip syn 
chroniZation and facial expression control of said ani 
mated characters. 

2. The method of claim 1 Wherein each of said ?rst set of 
rules comprises a rule’s criteria and a rule’s function. 

3. The method of claim 2 Wherein said evaluating com 
prises: 

checking each sub-sequence of said plurality of sub 
sequences for compliance With said rule’s criteria; and 

applying said rule’s function upon said compliance. 
4. The method of claim 1 Wherein said ?rst set of rules 

comprises a default set of rules and an optional secondary set 
of rules, said secondary set of rules having priority over said 
default set of rules. 

5. The method of claim 4 Wherein said default set of rules 
is adequate to create said intermediate stream of output 
morph Weight sets and said plurality of transition parameters 
betWeen tWo adjacent morph Weight sets for all sub 
sequences of phonemes in said timed data ?le. 

6. The method of claim 4 Wherein said secondary set of 
rules are used in special cases to substitute alternate output 
morph Weight sets and/or transition parameters betWeen tWo 
adjacent morph Weight sets. 
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7. The method of claim 1 Wherein said timed data is a 

timed aligned phonetic transcriptions data. 
8. The method of claim 7 Wherein said timed data further 

comprises time aligned data. 
9. The method of claim 7 Wherein said timed data further 

comprises time aligned emotional transcription data. 
10. The method of claim 1 Wherein each of said plurality 

of transition parameters comprises a transition start time and 
a transition end time; and said intermediate stream of output 
morph Weight sets having entries at said transition start time 
and said transition end time. 

11. The method of claim 10 Wherein said generating a 
?nal stream of output morph Weight sets comprises: 

obtaining the output morph Weight set at a desired time by 
interpolating betWeen said intermediate stream of 
morph Weight sets at said transition start time and said 
transition end time, said desired time representing a 
frame of said ?nal stream of output. 

12. The method of claim 11, further comprising: 
applying a second set of rules to said output morph Weight 

set for post processing. 
13. The method of claim 1 Wherein said ?rst set of rules 

comprises: 
correspondence rules betWeen a plurality of visual pho 
neme groups and a plurality of morph Weight sets; and 

morph Weight set transition rules specifying durational 
data for generating transitionary curves betWeen morph 
Weight sets. 

14. An apparatus for automatically animating lip synchro 
niZation and facial expression of three-dimensional charac 
ters comprising: 

a computer system; 
a ?rst set of rules in said computer system, said ?rst set 

of rules de?ning output morph Weight set stream as a 
function of phoneme sequence and time of said pho 
neme sequence; 

a timed data ?le readable by said computer system, said 
timed data ?le having phonemes With a plurality of 
sub-sequences; 

means, in said computer system, for generating an inter 
mediate stream of output morph Weight sets and a 
plurality of transition parameters betWeen tWo adjacent 
morph Weight sets by evaluating said plurality of 
sub-sequences against said ?rst set of rules; 

means, in said computer system, for generating a ?nal 
stream of output morph Weight sets at a desired frame 
rate from said intermediate stream of output morph 
Weight sets and said plurality of transition parameters; 
and 

means, in said computer system, for applying said ?nal 
stream of output morph Weight sets to a sequence of 
animated characters to produce lip synchroniZation and 
facial expression control of said animated characters. 

15. The apparatus of claim 14 Wherein each of said ?rst 
set of rules comprises a rule’s criteria and a rule’s function. 

16. The apparatus of claim 15 Wherein said evaluating 
comprises: 

checking each sub-sequence of said plurality of sub 
sequences for compliance With said rule’s criteria; and 

applying said rule’s function upon said compliance. 
17. The apparatus of claim 14 Wherein said ?rst set of 

rules comprises a default set of rules and an optional 
secondary set of rules, said secondary set of rules having 
priority over said default set of rules. 

18. The apparatus of claim 17 Wherein said default set of 
rules is adequate to create said intermediate stream of output 
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morph Weight sets and said plurality of transition parameters 
betWeen tWo adjacent morph Weight sets for all sub 
sequences of phonemes in said timed data ?le. 

19. The apparatus of claim 17 Wherein said secondary set 
of rules are used in special cases to substitute alternate 
output morph Weight sets and/or transition parameters 
betWeen tWo adjacent morph Weight sets. 

20. The apparatus of claim 14 Wherein said timed data is 
a timed aligned phonetic transcriptions data. 

21. The apparatus of claim 20 Wherein said timed data 
further comprises time aligned data. 

22. The apparatus of claim 20 Wherein said timed data 
further comprises time aligned emotional transcription data. 

23. The apparatus of claim 14 Wherein each of said 
plurality of transition parameters comprises a transition start 
time and a transition end time; and said intermediate stream 
of output morph Weight sets having entries at said transition 
start time and said transition end time. 

24. The apparatus of claim 23 Wherein said generating a 
?nal stream of output morph Weight sets comprises: 
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obtaining the output morph Weight set at a desired time by 

interpolating betWeen said intermediate stream of 
morph Weight sets at said transition start time and said 
transition end time, said desired time representing a 
frame of said ?nal stream of output. 

25. The apparatus of claim 24, further comprising: 

means for applying a second set of rules to said output 
morph Weight set for post processing. 

26. The apparatus of claim 14 Wherein said ?rst set of 
rules comprises: 

correspondence rules betWeen a plurality of visual pho 
neme groups and a plurality of morph Weight sets; and 

morph Weight set transition rules specifying durational 
data for generating transitionary curves betWeen morph 
Weight sets. 


